Cross-Domain Feature Learning in Multimedia

Abstract:
In the Web 2.0 era, a huge number of media data, such as text, image/video, and social interaction information, have been generated on the social media sites (e.g., Facebook, Google, Flickr, and YouTube). These media data can be effectively adopted for many applications (e.g., image/video annotation, image/video retrieval, and event classification) in multimedia. However, it is difficult to design an effective feature representation to describe these data because they have multi-modal property (e.g., text, image, video, and audio) and multi-domain property (e.g., Flickr, Google, and YouTube). To deal with these issues, we propose a novel cross-domain feature learning (CDFL) algorithm based on stacked denoising auto-encoders. By introducing the modal correlation constraint and the cross-domain constraint in conventional auto-encoder, our CDFL can maximize the correlations among different modalities and extract domain invariant semantic features simultaneously. To evaluate our CDFL algorithm, we apply it to three important applications: sentiment classification, spam filtering, and event classification. Comprehensive evaluations demonstrate the encouraging performance of the proposed approach.
Algorithm:
Cross-domain feature learning:
cross-domain feature learning (CDFL) algorithm based on stacked  denoising auto-encoders algorithm, we apply it to three important applications: sentiment classification, spam filtering. The feature representation is determined by stacked linear denoising auto-encoders (denoisers) in our CDFL algorithm. Denoising auto-encoders are adopted to reconstruct image features and text features from their corrupted features
Existing System:
model. Thus, our CDFL can learn more abstract and semantic representations for multi-modal features compared with the existing methods. • To consider the multi-modal property, we introduce a modal correlation constraint in conventional denoising auto-encoders by maximizing the correlations among different modalities of media data. • To reduce the domain discrepancy among multiple domains, we introduce a cross-domain constraint in single denoising autoencoders by use of maximum mean discrepancy (MMD)
Proposed System: 

a semi-supervised learning approach is proposed to leverage the information contained in the tags associated with unlabeled images. The multiple kernel learning (MKL) framework is used to combine a kernel based on the image content with a second kernel which encodes the tags associated with each image. Though these methods perform well on some problems like image retrieval, most of them can deal with multi-modal data coming from only a single domain and only few of them can deal with multi-modal data coming from different domains. a structural correspondence learning method is proposed to induce correspondence among features from two domains by modeling their relations with pivot features that appear frequently in both domains. In multimedia community, there are also some algorithms proposed for improving the learning task in the target domain by leveraging on the source domain. A knowledge adaptation method for Ad Hoc multimedia event detection is proposed in . In , cross-domain correlation knowledge is used for web multimedia object classification.
 Modules:

The system is proposed to have the following modules along with functional requirements. 
· CROSS-DOMAIN
· MULTI-MODAL,
· VIDEO SHARE,

· AUDIO SHARE,

· SOCIAL GRAPH REGULARIZATION,
REGISTER:
In This Module New User Register The Information In The Order Of The List For Client Porpose
 LOGIN:
In This Module User Can Login By Using His/Her Name And Key 
CROSS-DOMAIN:
                    we propose a novel Cross-domain Feature Learning (CDFL) approach based on marginalized denoising auto-encoders. In our CDFL:  To make use of the multi-modal property, we propose a modal correlation constraint to maximize the correlations among different modalities of media data. To deal with the domain discrepancy, we adopt a cross-domain constraint to learn the domain invariant features and make different domains share a common feature space.  To avoid using manually designed low level features, we adopt a data driven method to consider the data distribution and learn more abstract and semantic features by deep learning , cross-domain correlation knowledge is used for web multimedia object classification. In , a feature transformation method is proposed to indirectly transfer semantic knowledge between text and images.
MULTI-MODAL: 

In our CDFL: (1) To make use of the multi-modal property, we propose a modal correlation constraint to maximize the correlations among different modalities of media data. As a result, due to the modal correlation constraint and the cross-domain constraint, our CDFL can learn domain invariant features for cross-domain multi-modal data analysis To consider the multi-modal property, we introduce a modal correlation constraint in conventional denoising auto-encoders by maximizing the correlations among different modalities of media data. most of them can deal with multi-modal data coming from only a single domain and only few of them can deal with multi-modal data coming from different domains.
UPLOAD: 
    User Want To every File Upload Here This Module Convert To Your File Ciper Text Again Your Process Is Completed
DOWNLOAD:

User Want To Download to Your File Here Its Before That Must Want To Key of the Data File Name And Key submitted Then Your Original File is Download.
VIDEO SHARE:
        Dissemination in online communities is frequently carried out in a viral fashion. Particularly, we send the content of interest to all our contacts in the social graph, who then repeat the same procedure with their own contacts, and so forth, such a mode of delivery is very inefficient from a data communication perspective and can also lead to poor timeliness of the multimedia application comprising the content. In addition to their primary target of social interaction, we now also employ such applications to search for information online or to share multimedia content with our friends and families.

 AUDIO SHARE:

        Distributed network directory systems feature a collection of peer computers interested in exchanging information of interest. Each peer hosts a set of information items, data files, audio files, that may be shared with other peers in the network upon demand. There is a registry server that maintains a directory of all hosts in the system. When the system is queried for information, it returns a subset of hosts, which are then directly contacted for the item of interest. The procedure is repeated until the search is successfully concluded. Since the hosts to be queried are selected at random by the tracking server, they may not always have the desired information item. Therefore, multiple rounds of query may need to be initiated for detection to occur. 

SOCIAL GRAPH REGULARIZATION:

         The social graph can be regularized with data network information to enable efficient content filecasting among its nodes. In addition, the selected hosts may exhibit extensive distances from the querying peer in the topology of the underlying transport network, which in turn would make the exchange of information between the hosts and the peer quite inefficient and costly.

SYSTEM SPECIFICATION

Hardware Requirements:

· System

:   Pentium IV 2.4 GHz.

· Hard Disk
          :   40 GB.

· Floppy Drive
:   1.44 Mb.

· Monitor
          :   14’ Colour Monitor.

· Mouse

:   Optical Mouse.

· Ram

          :   512 Mb.
Software Requirements:

· Operating system 
:   Windows 7 Ultimate.

· Coding Language

:   ASP.Net with C#
· Front-End


:   Visual Studio 2010 Professional.
· Data Base


:   SQL Server 2008.
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