EMR: A Scalable Graph-based Ranking Model

for Content-based Image Retrieval

ABSTRACT

Hybrid wireless networks combining the advantages of both mobile ad-hoc networks and infrastructure wireless networks have been receiving increased attention due to their ultra-high performance. An efficient data routing protocol is important in such networks for high network capacity and scalability. However, most routing protocols for these networks simply combine the ad-hoc transmission mode with the cellular transmission mode, which inherits the drawbacks of ad-hoc transmission. This paper presents a Distributed Three-hop Routing protocol (DTR) for hybrid wireless networks. To take full advantage of the widespread base stations, DTR divides a message data stream into segments and transmits the segments in a distributed manner. It makes full spatial reuse of a system via its high speed ad-hoc interface and alleviates mobile gateway congestion via its cellular interface. Furthermore, sending segments to a number of base stations simultaneously increases throughput and makes full use of widespread base stations. In addition, DTR significantly reduces overhead due to short path lengths and the elimination of route discovery and maintenance. DTR also has a congestion control algorithm to avoid overloading base stations. Theoretical analysis and simulation results show the superiority of DTR in comparison with other routing protocols in terms of throughput capacity, scalability and mobility resilience. The results also show the effectiveness of the congestion control algorithm in balancing the load between base stations.
Existing System

Manifold ranking has its own drawbacks to handle large scale databases – it has expensive computational cost, both in graph construction and ranking computation stages. 
Particularly, it is unknown how to handle an out-of-sample query (a new sample) efficiently under the existing framework. MAP (Mean Average Precision) provides a single-figure measure of quality across recall levels. 
MAP has been shown to have especially good discriminative power and stability. For a single query, Average Precision is the average of the precision value obtained for the set of top k items existing after each relevant item is retrieved, and this value is then averaged over all queries
Existing Approach:
1. manifold ranking 
2. Map concept
Proposed System

We have optimized the EMR code1 and re-run all the experiments. Three new databases including two large scale databases with about 1 millions samples are added for testing the efficiency of the proposed model. 
We offer more detailed analysis for experimental result. The rest of this paper is organized as follows. We briefly discuss some related work and we review the algorithm of MR and make an analysis. 
The proposed approach EMR is described  we present the experiment results on many real world image databases. Finally we provide a conclusions proposed to model the data by a weighted graph, and incorporated this graph structure into the ranking function as a regularizer. 
proposed a graph-based ranking algorithm for interrelated multi-type resources to generate personalized tag recommendation. proposed an automatically tag ranking scheme by performing a random walk over a tag similarity graph.
New Approach:

1. manifold ranking 
2. emr - Efficient Manifold Ranking
System Architecture
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ALGORITHM:
·     Efficient Manifold Ranking Algorithm  
· Ranking
·    Graph Based Ranking Algorithm  
· Anger Chart
Modules

1. Image Search

2. Query Categorization

3. Visual Query Expansion

4. Images Retrieved by Expanded Keywords

Image Search
In this module, Many Internet scale image search methods are text-based and are limited by the fact that query keywords cannot describe image content accurately. Content-based image retrieval uses visual features to evaluate image similarity. 

One of the major challenges of content-based image retrieval is to learn the visual similarities which well reflect the semantic relevance of images. Image similarities can be learned from a large training set where the relevance of pairs of images.

Query Categorization

In this module, the query categories we considered are: General Object, Object with Simple Background, Scenery Images, Portrait, and People. We use 500 manually labeled images, 100 for each category, to train a C4.5 decision tree for query categorization. The features we used for query categorization are: existence of faces, the number of faces in the image, the percentage of the image frame taken up by the face region, the coordinate of the face center relative to the center of the image.
Visual Query Expansion

In this module, the goal of visual query expansion is to obtain multiple positive example images to learn a visual similarity metric which is more robust and more specific to the query image. The query keyword is “Paris” and the query image is an image of “eiffel tower”. The image re-ranking result based on visual similarities without visual expansion. And there are many irrelevant images among the top-ranked images. This is because the visual similarity metric learned from one query example image is not robust enough. By adding more positive examples to learn a more robust similarity metric, such irrelevant images can be filtered out. In a traditional way, adding additional positive examples was typically done through relevance feedback, which required more users’ labeling burden. We aim at developing an image re-ranking method which only requires one-click on the query image and thus positive examples have to be obtained automatically.

Images Retrieved by Expanded Keywords

In this module, considering efficiency, image search engines, such as Bing image search, only re-rank the top N images of the text-based image search result. If the query keywords do not capture the user’s search intention accurately, there are only a small number of relevant images with the same semantic meanings as the query image in the image pool. Visual query expansion and combining it with the query specific visual similarity metric can further improve the performance of image reranking.
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Telerik
SYSTEM SPECIFICATION

Hardware Requirements:
· System

:   Pentium IV 2.4 GHz.

· Hard Disk
          :   40 GB.

· Floppy Drive
:   1.44 Mb.

· Monitor
          :   14’ Colour Monitor.

· Mouse

:   Optical Mouse.

· Ram

          :   512 Mb.
Software Requirements:
· Operating system 
:   Windows 7 Ultimate.

· Coding Language

:   ASP.Net with C#
· Front-End


:   Visual Studio 2010 Professional.
· Data Base


:   SQL Server 2008.[image: image2.png]



